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ABSTRACT  
Recent research on synaptic devices has been reviewed from the perspective of hardware-based 
neuromorphic computing. In addition, the backgrounds of neuromorphic computing and two train-
ing methods for hardware-based neuromorphic computing are described in detail. Moreover, two 
types of memristor- and CMOS-based synaptic devices were compared in terms of both the re-
quired performance metrics and low-power applications. Based on a review of recent studies, ad-
ditional power-scalable synaptic devices such as tunnel field-effect transistors are suggested for a 
plausible candidate for neuromorphic applications. 
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1. INTRODUCTION 
For a fast operation and higher density, over the past 
three decades, the shrinking of complementary metal-
oxide semiconductors (CMOS) has been achieved by 
following Moore’s law [1]–[3]. Because the scaling of 
CMOS has been confronted with a limitation of the 
serious leakage current problem, it also affects con-
ventional serial computing systems. To overcome the 
power consumption problem of serial processes, 
which originates from the von Neumann bottleneck, 
the neuromorphic computing architecture for parallel 
processing systems has been highlighted by many re-
searchers [4]–[8]. To achieve this goal, many studies 
on hardware-based neuromorphic computing have fo-
cused on mimicking the biological characteristics of 
synapses using online training, accompanied by spike-
time dependent plasticity (STDP) rules [7]. By con-
trast, it is inevitable for synaptic devices to have reli-
ability problems, seriously affecting hardware-based 
neuromorphic computing. Thus, the training method, 

which is not critical to the reliability of synaptic de-
vices, should also be considered for hardware-based 
neuromorphic computing [8]–[10]. Moreover, numer-
ous artificial synaptic devices have been reported us-
ing a memristor, which is one of the most promising 
candidates [11]. Nevertheless, memristor-based syn-
aptic devices have several drawbacks, such as the re-
quirement of other logic blocks, incompatibility with 
CMOS technology, vulnerable in the endurance cycle, 
and a high power consumption [9], [10], [12]. For this 
reason, CMOS-based memory devices for synaptic 
transistors have been aggressively reported owing to 
their better characteristics than those of the aforemen-
tioned drawbacks found in memristors [10], [12]. 
However, the synaptic devices for both the memristor-
based and CMOS-based memories still show a higher 
power consumption than that of the human brain to 
meet the neurobiological requirement (less than ~10 fJ 
per single synaptic event) for massive parallelism [13]. 
In addition, CMOS-based memory suffers from an un-
scalable power consumption restraint owing to the 
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Boltzmann tyranny. It is therefore necessary for syn-
aptic devices to lower the operating power consump-
tion compared with conventional memristors or 
CMOS-based memories. 

In this study, two popular training methods for neu-
romorphic architectures, i.e., online and offline train-
ing, are compared in terms of hardware-based neuro-
morphic computing. Furthermore, memristor- and 
CMOS-based synaptic devices were compared ac-
cording to the required performance metrics. Finally, 
various steep switching devices have been introduced 
to overcome the fundamental limitations of power 
scaling in CMOS devices. Among them, it has been 
suggested that tunnel field-effect transistors (TFETs) 
are promising candidates for synaptic devices owing 
to their extremely low on- and off-state currents [14]. 

 
2. Fundamental Limitations in Current  

Computing Systems 
The Go match between AlphaGo and Lee Sedol in 
March 2016 drew significant attention globally and 
has become a milestone in the quest for artificial intel-
ligence (AI). Consequently, AlphaGo by Google 
DeepMind astonishingly won 4:1 in a five-game 
match [15]. This tremendous achievement of AlphaGo 
originates from adapting the convolutional neural net-
work (CNN) between the policy and value, which sig-
nificantly reduces the amount of data when calculating 
based solely on a Monte Carlo tree search (MCTS) 
[16]. In addition, using a deep neural network (DNN), 
which means that the number of hidden layers is 
higher than 2, supervised and reinforcement learning 
are successfully conducted [16]. However, AlphaGo 
consists of 1920 CPUs and 280 graphic processing 
units (GPUs) for this purpose and uses ~100 kW to 
execute the operations, whereas the human brain only 
uses ~20 W with ~1014 synapses, connecting ~1011 
neurons. Thus, it is important and problematic for AI 
to reduce the power consumption when operating a 
DNN [17]. This problem originates from the von Neu-
mann architecture. The von Neumann architecture is a 

backbone of the computer architecture in all general 
computing devices, including central process units 
(CPUs), memory, and input/output (I/O) devices used 
to date [18]. However, the von Neumann architecture 
becomes problematic owing to its sequential process 
in executing the instructions using the CPU. This is 
because the CPU operates on a shared common bus 
between an instruction fetch and a data operation de-
pending on the clock. This is called the von Neumann 
bottleneck, which constrains the performance of the 
computing systems, as depicted in Fig. 1 [19], [20]. 
Thus, as the fundamental cause of the von Neumann 
architecture, all components are connected to a shared 
common bus. Moreover, it results in data latency be-
cause the dynamic random access memory (DRAM) 
or flash memory determines the overall data pro-
cessing time, despite the fast processing speed of the 
CPU. Thus, it seriously limits the performance of the 
systems, particularly for the processing of large 
amounts of data. Therefore, the von Neumann archi-
tecture is unsuitable for massive parallel operations. It 
is inefficient for a von Neumann architecture, which 
only increases the number of CPUs and the GPU core 
without fundamentally changing the data path, the 
common bus of which connects the memory to the 
cores, to overcome the von Neumann bottleneck. 
However, the von Neumann architecture still over-
whelms the human brain when computing high-speed 
sequential processes. 

 
3. Background of Neurobiological  

Characteristics 
To address the aforementioned issues, several at-
tempts have been made to realize neuromorphic sys-
tems that are completely different from the von Neu-
mann architecture by imitating a biological nervous 
system [21]–[23]. Furthermore, it is essential to under-
stand a synaptic transmission, which is also referred to 
as a neurotransmission. Basically, the synapse is de-
fined as the connection between the axon of a presyn-
aptic neuron and the dendrite of a post-synaptic neu-
ron as depicted in Fig. 2. In addition, the strength of 
the synapses is varied and is called the synaptic weight, 
which is discussed in detail later. The signals trans-
ferred from a presynaptic neuron (synaptic inputs) are 
integrated at the dendrites of a postsynaptic neuron. 
All integrated synaptic inputs then determine the 
membrane potential at the axon hillock of the post-

 

 
Figure 1. Von Neumann bottleneck owing to the shared common bus 
between program and data memories. 
 

 
Figure 2. Basic morphology of two neurons: presynaptic and 
postsynaptic neuron. Action potential: spike shape. 
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synaptic neuron to generate action potentials (spikes) 
if the membrane potential exceeds the threshold. This 
is known as synaptic integration or a summation [24]–
[26]. Specifically, excitatory signals cause the mem-
brane potential to exceed the threshold and trigger the 
action potential, whereas inhibitory signals take the 
membrane potential away from the threshold and are 
less likely to generate such potential. In addition, the 
membrane potential is determined by the spatiotem-
poral integration of neuron inputs, as shown in Fig. 3. 
The frequency and pattern of action potentials from 
the same presynaptic neuron are important for trigger-
ing the membrane potential of a post-synaptic neuron. 
In summary, the neuron inputs from a presynaptic 
neuron are summed to determine the membrane po-
tential of a post-synaptic neuron to determine whether 
to generate the action potential. 

Furthermore, the synapse plays the role of short-
term and long-term memory and determines the mem-
brane potential to be triggered by a synaptic transmis-
sion [27]. Briefly, weaker stimuli cause short-term 
memory. In addition, short-term memory is tempo-
rally retained from minutes to hours. However, it be-
comes long-term memory when repeatedly stimulated. 
Long-term memory is not temporal but is maintained 
owing to the stronger stimuli. Moreover, neurons 
physically form new synapses when long-term 
memory is created. Moreover, long-term memory per-
sists regardless of whether it is used. By contrast, the 
memory characteristics of the synapse can be mim-
icked by memory devices for neuromorphic applica-
tions. 

It is known that spike-timing-dependent plasticity 
(STDP) is a mechanism for enhancing/depressing the 
synaptic transmission. In STDP, one of the fundamen-
tal learning mechanisms in the biological nervous sys-
tem, the timing difference of the action potentials be-
tween presynaptic and postsynaptic determines the 
synaptic weight to be potentiated or depressed [28]–
[30]. As illustrated in Fig. 4, the spike timing differ-
ence ∆t = tpost - tpre determines the STDP learning rule 
because it results in the causality of the neural connec-
tions. If the presynaptic neuron becomes active 
slightly before the postsynaptic neuron (∆t > 0), which 
means that the firing of the former results in the firing 
of the latter, the input spike strengthens the synaptic 
weight, leading to long-term potentiation (LTP). By 
contrast, if the presynaptic neuron becomes active 
slightly after the postsynaptic neuron (∆t < 0), which 
means that the firing of the former has no results in the 
firing of the latter, the input spike weakens the synap- 

tic weight, leading to long-term depression (LTD). 
Thus, STDP can be interpreted based on a Hebbian 
learning rule by adding the concept of causality that 
the synapse strengthens if the presynaptic neuron re-
sults in the firing of the postsynaptic neuron [31]. The 
STDP function showing the change in synaptic weight, 
also referred to as the excitatory postsynaptic potential 
(EPSP), as a function of ∆t, was plotted by Bi and Poo 
[28]. Repeated presynaptic spiking signals before a 
postsynaptic spiking signal within 50 ms result in LTP, 
whereas presynaptic spiking signals after postsynaptic 
spiking signals within 50 ms result in LTD. Further-
more, a high level of change in the synaptic weight is 
observed as ∆t approaches 0 s, which means that the 
causality between the two neurons is enhanced. 
 

4. Background of Hardware-Based  
Neuromorphic Computing 

One of the most important features in neuromorphic 
computing is the exclusion of a clock, which is the sig-
nature of a von Neumann architecture [22], [23]. This 
is because the serial processing of information causes 
a power consumption problem. During the late 1980s, 
Mead implemented the first neuromorphic computing 
chip to mimic the biological nervous system using a 
complementary metal-oxide semiconductor-based an-
alog circuit [32]. It has attracted considerable attention 
owing to its low power consumption, massive parallel 

 
Figure 3. Synaptic integration: Temporal and spatial summations. 
 

 
Figure 4. Conceptual illustrations for explaining the STDP learning 
rules. LTP and LTD characteristics in terms of the change in EPSP 
amplitude or synaptic weight, with respect to the spike timing dif-
ference, ∆t. 
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processing, and false tolerance. However, it has a 
power efficiency problem, i.e., it consumes more 
power than the human brain. In addition, the complete 
absence of the clock in hardware-based neuromorphic 
systems remains to be improved. 

As a pathfinding for the data-centric application, an-
alog-in memory computing (AiMC) has recently been 
spotlighted as a means of neuromorphic computing [8], 
[32], [33]. Thus, synaptic devices are considered a ma-
jor key to implementing neuromorphic systems. Fur-
thermore, it should resemble the memory characteris-
tics and synaptic transmission of biological synapses. 
Thus, the STDP learning rule is assumed to mimic the 
biological synapse itself. For this purpose, memristors 
such as emerging non-volatile memories (eNVMs), 
including resistive random access memory (RRAM) 
and phase-change RAM (PCRAM), have been 
demonstrated as synaptic devices for neuromorphic 
systems [7], [34]. This is due to their steep on-off tran-
sition and gradually changing characteristics during 
conductance. In addition, high-density crossbar arrays 
can easily form owing to the simplicity of the device 
fabrication. The operation mechanism of a memristor 
as a synapse is based on the threshold voltage for a 
change in conductance, whether exceeded or not. 
Given the STDP learning rule, spikes with a low fre-
quency from a presynaptic device cannot change the 
conductance, whereas spikes with a high frequency 
from a presynaptic device can exceed the threshold 
voltage, leading to a change in the conductance [7], 
[34].  

However, there are two types of neural networks 
that imitate the biological nervous system: artificial 
neural networks (ANNs) and spiking neural networks 

(SNNs) [9]. Notably, ANNs use non-spiking (digital) 
signals, which are different from the spiking neural 
network (SNN) triggered by the STDP method. For an 
ANN, the synaptic inputs are encoded by the number 
of pulses or the voltage level. Moreover, it is based on 
a mathematical model called a perceptron. Rosenblatt 
determined that the summation of all neuron inputs (xi) 
multiplied by the synaptic weight (wi) is triggered by 
the activation function, as shown in Fig. 5 [35], [36]. 
Typically, most of the demonstrated neuromorphic 
systems are based on an ANN and feature a multilayer 
perceptron (MLP) with an error back-propagation 
method, as depicted in Fig. 5 [37], [38]. In addition, 
an ANN follows the supervised learning rule owing to 
an error back-propagation. Specifically, a layer-by-
layer error is used to optimize the objective cost func-
tion by comparing the errors between the prediction 
and true label [9]. Thus, an ANN ensures that the 
learning accuracy and performance are similar to the 
results of the AI software. The aim of an ANN is to 
improve the computational efficiency in terms of 
throughput over power, such as terra operations per 
second per watt (TOPS/W). An SNN is also a mathe-
matical model; however, it aims to emulate a biologi-
cally realistic neural network more closely. In addition, 
it follows the unsupervised learning rule owing to the 
STDP. Unfortunately, the learning accuracy and per-
formance of an SNN are worse than those of AI soft-
ware. By contrast, it has been reported that an ANN 

 
Figure 5. Conceptual illustrations for (a) single perceptron and (b) 
supervised learning using MLP adapting error back-propagation. In 
general, ReLU is used as an activation function owing to the lack of 
gradient vanishing problems. 
 

 
Figure 6. Equivalence between (a) perceptron using ReLU as an ac-
tivation function for ANN and (b) SNN based on STDP method 
[42]. 
 

Table 1. Summary of online and offline training characteristics. 

 Online training Offline training 

Where 
training 
occurs 

Training occurs in-
side the system itself 

Training occurs in the 
software AI, outside 

the system 

How  
training 
works 

Biological learning 
rule are used as 

STDP 

Transferring (Pro-
gramming) pre-trained 
weights from software 
AI as a form of con-

ductance to the 
memory device 

Perfor-
mance 

Poorer performance 
than software AI 

Very close to software 
AI 
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using a rectified linear unit perceptron and an SNN us-
ing the STDP method are essentially equivalent, as il-
lustrated in Fig. 6 [39]–[42]. This is proved through 
the following steps: First, the presynaptic signal levels 
in the ANN are divided into units. Second, we rear-
ranged them on the time axis by multiplying the syn-
aptic weights. Third, they were integrated through the 
time axis. Thus, the STDP method is another expres-
sion of the ANN. 

In addition, there are two types of training (i.e., syn-
aptic weight updating) in a neural network: offline 
training and online training [9]. Offline training means 
that the training is conducted using software, i.e., the 
conventional von Neumann architecture, after which 
the trained synaptic weights are loaded to the synaptic 
arrays (or synaptic architecture) of the neuromorphic 
hardware through one-time programming. An exam-
ple of offline training is graphically described in [8]. 
Subsequently, only inference or classification was 
conducted. Therefore, such inference-only neuromor-
phic systems are suitable for edge devices, for which 
the instantaneous change in synaptic weights accord-
ing to the changing input data is not needed during 
runtime. By contrast, online training means that the 
training is conducted during runtime on neuromorphic 
hardware, i.e., during on-the-fly (instantaneous) train-
ing of the synaptic weights. In general, ANNs are 
closely related to offline training, whereas SNNs fol-
low online training. The characteristics of the two 
training methods are summarized in Table. 1. 
 

5. Challenges in Neuromorphic Computing 
Although it is important to imitate the biologically re-
alistic behavior of the synapse, hardware-based neu-
romorphic computing is strongly related to the relia-
bility of synaptic devices. Considering that the guar-
anteed endurance cycles of reported synaptic devices 
are ~106, the instantaneous changes in the synaptic 
weight of online training contain an inherent limita-
tion [43]. Moreover, online training shows a worse 
performance than software artificial intelligence (AI) 
because of their unsupervised learning rule, whereas 
that of offline training is extremely close to software 
AI [8], [9], [44]. Thus, online training is a much more 
challenging training method than offline training. 
Therefore, offline training is preferred for edge-com-
puting applications. This is because the synaptic 
weight transfer is conducted through one-time pro-
gramming, as mentioned before. 

Moreover, the current interest in synaptic devices 
for neuromorphic computing is in reducing the power 
consumption. To successfully implement massive par-
allelism such as in the human brain, consisting of 
~1014 synapses with ~1011 neurons, ~10 fJ is required 
for a single event of a single synaptic device [13], [45]. 
Thus, a low power consumption of less than 10 fJ with 
a single synaptic event is strongly demanded for syna- 

ptic devices when considering the high density of the 
synapses. Therefore, to satisfy the neurobiological re-
quirements, the power consumption used in synaptic 
devices is decreasing [13]. Unfortunately, several syn-
aptic devices under offline training consume much 
more energy than the neurobiological requirement, de-
spite previous studies demonstrating the functionality 
of synapses, as shown in Fig. 7. Only memristor-based 
synaptic devices meet the aforementioned neurobio-
logical requirements [46]. However, memristor-based 
devices have drawbacks such as incompatibility with 
a conventional Si-based CMOS process and/or signif-
icant material dependence [46]. Thus, it is necessary 
for synaptic devices to be compatible with conven-
tional Si-based CMOS processes and to satisfy the 
power constraint of < 10 fJ, i.e., for further low-power 
operation. The benchmark of the energy consumption 
(E) in synaptic devices for offline training is evaluated 
using E = VIt, where V is the read voltage, I is the read 
current, and t is the read pulse width. The energy con-
sumption during the read operation is considered a 
more important performance parameter of how 
weekly or energy efficiently the synaptic devices op-
erate. Moreover, read operations for inference occur 
more frequently than program/erase operations, par-
ticularly for offline training. In addition, the required 
performance metrics for synaptic devices in terms of 
offline training are summarized in Table 2 [8], [9], 

 
Figure 7. Benchmark of the research trend of the energy consump-
tion in synaptic devices as a function of the synaptic current when 
considering the neurobiological requirement [6], [8], [10], [12], 
[46]. 
 

Table 2. Summary of the required performance metrics in synaptic 
devices. 

Performance metrics 
for neuromorphic devices  

(offline training) 
Desired target 

Energy consumption 
(during inference) 

< 10 fJ / single synaptic 
event 

Dynamic range > 100 

Retention > 10 years 

Endurance > 105  
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[11], [47]. 

Despite its advantages, however, a memristor re-
quires an additional control logic component owing to 
its 2-terminal feature [7], [8], [48]. Moreover, memris-
tors exhibit challenging issues such as a poor reliabil-
ity, asymmetric change in conductance, resistance 
variation, and control logic integration [7], [44], [48]. 
Integration with the control logic component is prob-
lematic because the fabrication process of the memris-
tor is CMOS-incompatible. By contrast, it is necessary 
for synaptic devices to not only have a low off-state 
current (Ioff), but also a low on-state current (Ion) with 
a high Ion/Ioff during a read operation [44]. This is be-
cause most of the common neuromorphic systems in-
tegrate the currents from different synapses and com-
pare their values according to each synaptic weight. 
However, the memristor shows a low Ion/Ioff with a 
high Ion, despite a steep switching characteristic [7], 
[34]. Thus, the low-power applications of most re-
ported memristors remain to be explored for neuro-
morphic systems. Therefore, CMOS-based memories, 
such as SONOS-type flash memories, for use in syn-
aptic devices have recently been reported owing to 
their 3-terminal feature, high reliability, and suffi-
ciently high Ion/Ioff [10], [12], [49]. However, further 
scaling of the power consumption beyond Moore’s 
law is still necessary because of the unscalable power 
consumption limit in CMOS devices when consider-
ing the AiMC circuit design [10], [44], [49]. Moreover, 
the CMOS-based NOR-type memory is not energy ef-
ficient because it consumes a large amount of energy 
for program/erase operations owing to the hot carrier 
injection mechanism, although it shows good data ac-
cessibility and latency [50]. However, a CMOS-based 
NAND-type memory consumes the lowest amount of 
energy for a program/erase operation owing to its self-
boosting mechanism [51], although it exhibits a poor 
data latency owing to its configuration. In addition, it 
requires complicated data access schemes even for 

read operations, which hampers its data accessibility 

[51]. In hardware accelerators used in a DNN, static 
RAM (SRAM) is commonly utilized and commercial-
ized to store synaptic weights in CMOS ASIC designs. 
Nevertheless, an SRAM cell is much larger than any 
other memory including CMOS-based flashes and eN-
VMs, showing an area of over 200 F2 (where F indi-
cates the technology feature size). Thus, it results in 
severe constraints on the storage and power consump-
tion despite the high speed [52]. The key features of 
comparing these CMOS-based memory devices and 
emerging memristor devices are summarized in Table 
3 [43], [53]. Overall, it is necessary for CMOS-based 
memory devices to further scale the energy consump-
tion to meet the neurobiological requirements. There-
fore, it is necessary for synaptic devices to show a high 
reliability, CMOS fabrication compatibility, and 
power scalability.  

However, the logic component for comparing the 
operations applied in neuromorphic computing is also 
problematic because of the large size used for compar-
ing the logic blocks, which deteriorates the TOPS/W. 
Thus, it is necessary to reduce the number of logic 
components or operation steps of AiMC. It was rea-
sonably reported that a binary neural network (BNN) 
significantly reduces the number of operation steps, 
resulting in a downsizing of the computational re-
sources [54], [55]. In a BNN, both synaptic weights 
and neuron activation are binarized to −1 or +1. Thus, 
multiplications between activations and weights can 
be simplified as bit-wise XNOR operations, and the 
accumulation of the products is equivalent to a bit-
counting operation. In addition, MAC is an abbrevia-
tion for this multiply-and-accumulate approach. It is 
known that a BNN is essentially a CNN whose 
weights and inputs are binarized to −1 or +1. Thus, it 
is regarded as an extreme quantization case with a less 
precise CNN. In hardware-based neuromorphic com-

Table 3. Comparison of the key features exhibited by Si-based CMOS memory devices and emerging memristor devices. Adapted from [43] 
and [53]. 

Performance metrics 

CMOS-based memory devices Emerging memristor devices 

NOR NAND SRAM RRAM PCRAM 

Energy consumption 
(P/E operation) >0.1 nJ ~10 fJ ~10 pJ ~1 pJ ~10 pJ 

Energy consumption 
(Read operation) >10 pJ >10 pJ >10 pJ >10 fJ >10 fJ 

Dynamic range 104 104 >104 >10 >102 

Scalability (F2) 4−6 4−6 120−200 4−6 4−16 

write speed ~10 µs ~1 ms ~10 ns ~10 ns ~10 ns 

Retention Long Long Long Medium Long 

Endurance 105 104 >1015 questionable >105 

 



 
Lee et al.: Tunneling Field-Effect Transistors for Neuromorphic Applications 

 

148 

puting, training and inference can be successfully con-
ducted using only 1 bit. This reduces the burden of the 
synaptic devices because a multi-bit operation is not 
required, which is affected by the noise margin and/or 
bit-error rate. However, the most frequently demon-
strated neuromorphic computing architectures adapt-
ing a BNN are based on a memristor or SRAM [52], 
[56]. It is therefore necessary to adapt synaptic devices 
suitable for low-power applications. 

6. Necessity of Low-Power Devices for Neuro-
morphic Computing 

Over the past 50 decades, the downscaling of metal-
oxide semiconductor field-effect transistors 
(MOSFETs) has continued to accelerate the comple-
mentary MOS (CMOS) manufacturing technology 
down smaller than 10-nm nodes [1]–[3]. In addition, 
this scaling trend is based on Moore’s law, i.e., the 
number of transistors on a microprocessor chip dou-
bles every two years, allowing a high operation speed, 
low power consumption, high chip density, and even 
lowered cost per transistor to be achieved [1]–[3]. Ow-
ing to Moore’s law, electronic systems have become 
widely used for the expansion of semiconductor de-
vices. It has therefore resulted in various types of com-
puting systems, such as handheld devices and portable 
biosensors, including the Internet of Things (IoT). 
However, this scaling trend faces a serious leakage 
current in extremely scaled nanoscale devices, which 
makes it difficult to maintain Moore’s law. Moreover, 
it causes a static power dissipation, which is generated 
when transistors are turned off, as one of the most se-
rious problems in current computing systems. As 
CMOS devices are scaled down, a static (subthreshold) 
power density rapidly increases toward an active 
power density [3]. Thus, the static power consumption, 
which results from the leakage current, is one of the 
most serious challenges in CMOS devices. Moreover, 
the scaling trend in CMOS accelerates the increase in 
leakage current. This is attributed to the short-channel 
effect [1]–[3]. Thus, by enhancing the gate controlla-
bility, an abrupt on-off transition of a MOSFET be-
comes the key for low-power applications while scal-
ing the VD. Therefore, it is necessary for MOSFETs 
and other next-generation devices to have immunity to 
the short-channel effect. Thus, many researchers have 
attempted to overcome this problem, such as nano-
electromechanical (NEM) devices [57], negative ca-
pacitance FETs (NCFETs) [58], impact ionization 
MOSFETs (I-MOS) [59], and tunnel FETs (TFETs) 
[60]. 

By contrast, MOSFETs theoretically have con-
straints on reducing the leakage current owing to the 
unscalable characteristic of a subthreshold swing (SS), 
which causes a static power consumption. As shown 

in Fig. 8, considering the high-energy region in a 
Fermi-Dirac distribution (Boltzmann tail), a carrier 
density always exists on the source side of the 
MOSFETs, which have a higher energy than that of 
the channel-to-source barrier height. Thus, it results in 
a static power consumption. In addition, the SS is de-
fined as [14] 

( )
G s

s D

,
log

dV d
SS m n

d d I

ϕ

ϕ
= × =  (1.1) 

where VG is the gate voltage, φs is the surface potential, 
and ID is the drain current. The m factor is defined as 
m = 1 + Cdep/Cgate. Moreover, the carrier density in the 
source of MOSFETs as a function of φs, is approxi-
mated as below, when considering the Boltzmann tail: 

s
S

B

exp ,
q

Q
k T

ϕ
≈

 
 
 

 (1.2) 

where q is the elementary charge, kB is the Boltzmann 
constant, and T is the temperature. Finally, as the drain 
current (ID) is proportional to Qs within the subthresh-
old region, the SS of the MOSFETs is defined as fol-
lows: 

Bln(10) .
k T

SS m
q

≈  (1.3) 

From (1.3), the SS of the MOSFETs cannot reach 
lower than 60-mV/dec at room temperature because of 
their thermionic injection mechanism. This is called 
Boltzmann tyranny [14]. Specifically, there are two 
possible methods for achieving an SS of less than 60 
mV/dec. as expressed in Eq. (1.1): first, reducing the 
m factor to less than 1, and second, reducing the n fac-
tor to less than (kBT/q)ln(10). The former can be im-
plemented using NEM devices [57] or NCFETs [58]. 
However, the latter can be realized by changing the 
carrier injection mechanism, for example, I-MOS [59] 
or TFETs [60]. Among them, TFETs are considered 
possible solutions for post-CMOS technology owing 
to their CMOS-compatible fabrication process [60]. In 
addition, TFETs show an extremely low Ioff with an SS 

 
Figure 8. Energy band diagrams for MOSFETs with both off- and 
on-states, showing the MOSFET mechanism based on thermionic 
emissions over φbi. 
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of less than 60-mV/dec. Thus, the steep slope charac-
teristic of TFETs in the transfer characteristic (ID−VG) 
leads to an abrupt on-off transition at room tempera-
ture.  

The current flowing mechanism of TFETs is based 
on band-to-band tunneling (BTBT) between the va-
lence band (Ev) and conduction band (Ec). The basic 
structure and operation mechanism of the n-type 
TFETs are illustrated in Fig. 9. For simplicity, the tun-
neling barrier is assumed to be perfectly transparent 
such that the allowed tunneling energy window has a 
probability of 1, i.e., P(Ec,ch < E < Ev,s) = 1, and a prob-
ability of 0 otherwise. Schematics of the conventional 
TFETs are depicted in Fig. 9(a). It is assumed that the 
TFETs are fabricated on a silicon-on-insulator (SOI) 

wafer, which shows a buried oxide (BOX) located be-
low the SOI layer. The major difference between 
TFETs and MOSFETs is the symmetry of the doping 
concentration. Owing to the asymmetric doping con-
centration, TFETs filter out of the Boltzmann tail, 
which makes it possible to achieve a level lower than 
60 mV/dec by overcoming the Boltzmann tyranny 
[14]. Unlike MOSFETs, the Boltzmann tail in the 
TFETs is filtered out by the source forbidden gap for 
the TFETs regardless of the off- or on-state. Figure 9(b) 
shows the lateral energy band diagrams of the TFETs 
in an off-state. In the case of an off-state, because the 
BTBT path is not formed owing to the channel forbid-
den gap, the BTBT from the source valence band to 
the channel conduction band cannot occur in an off-
state. Therefore, TFETs exhibit extremely low Ioff val-
ues. By contrast, Fig. 9(c) shows the lateral energy 
band diagrams of TFETs in an on-state. As VG in-
creases, the channel conduction band eventually be-
comes lower than the source valence band. Therefore, 
BTBT occurs from the source valence band to the 
channel conduction band in an on-state. 

By contrast, the tunneling probability in TFETs is 
usually calculated based on a Wentzel, Kramers, and 
Brillouin (WKB) approximation [61]. However, this 
approach is inappropriate for Si-based TFETs owing 
to the indirect band gap nature, whereas it is relatively 
well-fitted in Ⅲ–Ⅴ-based direct band gap TFETs [61]. 
Thus, several efforts have been made to predict the 
drain current more accurately, even for 2-D transition 
metal dichalcogenide (TMD) based TFETs [62], [63]. 
Nevertheless, with advantages such as an extremely 
low Ioff and an SS of less than 60 mV/dec, TFETs suf-
fer from a severe disadvantage of a low Ion. Thus, sev-
eral studies on improving the Ion of TFETs have been 
reported, such as pocket doping [64], bandgap engi-
neering [65], hetero-gate-dielectric [66], and gate-nor-
mal (also referred as vertical- or line-) tunneling [67] 
techniques. However, despite these efforts, the Ion of 
TFETs is still insufficient to meet the IRDS require-
ments [68]. In addition, these efforts require complex-
ity during the fabrication process. In particular, the 
fabrication of Ⅲ–Ⅴ materials is still insufficiently ma-
ture to adapt to conventional CMOS technology. Only 
TFETs with Si-based group IV materials, such as Si, 
SiGe, and Ge, are considered because of their compat-
ibility with conventional CMOS technology, includ-
ing bandgap engineering [69], [70]. Unfortunately, the 
increase in Ion of TFETs is obtained at the expense of 
Ioff, which results in a degradation of the SS. It is there-
fore challenging to replace conventional CMOS tech-
nology for logic applications. 

By contrast, emerging neuromorphic systems de-
mand not only a low Ioff, but also a low Ion with suffi-
ciently high Ion/Ioff to meet the dynamic range require-

 
Figure 9. (a) Structure of conventional SOI TFETs. Lateral energy 
band diagram of TFETs in an (b) off-state and an (c) on-state are 
also shown. BTBT only occurs in blue-shadowed region, which in-
dicates a tunneling energy window. 
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ments of at least 100 [44]. The most common hard-
ware-based neuromorphic systems perform MAC op-
erations by using a vector-matrix multiplication 
(VMM), which is easily implemented through 
memory arrays, as illustrated in Fig. 10. As shown in 
Fig. 10, to deal with the numerous computations, an 
increase in the size of the memory arrays for VMM is 
inevitable. Thus, the Ion used to evaluate the VMM 
should be as small as possible for each synaptic device 
when the system size, i.e., the size of the arrays, in-
creases. However, it has been reported that most syn-
aptic devices for neuromorphic systems are based on 
RRAM, which has several drawbacks. Thus, CMOS-
based synaptic devices have recently been demon-
strated to replace RRAM. However, this also has a 
limitation on the power scaling owing to the Boltz-
mann tyranny. In addition, the high Ion of a MOSFET, 
which is the preferred characteristic for logic applica-
tions, is problematic as a synaptic device for neuro-
morphic systems. It is therefore necessary to further 
improve the active power consumption as well as the 
static power consumption. 

 

7. CONCLUSION 
Recent studies on synaptic devices for neuromorphic 
computing have been reviewed. From the perspective 
of hardware-based neuromorphic computing, both 
synaptic devices and training methods should guaran-
tee the required performance metrics, particularly for 
better reliability. Thus, CMOS-based synaptic devices 
are promising owing to their highly reliable operation 
characteristics. However, the inherent power con-
sumption limits of CMOS-based synaptic devices 
should also be considered when dealing with low-

power applications. Therefore, TFETs showing 
CMOS compatibility with an ultralow-power opera-
tion are suggested in this paper. Moreover, they can be 
a solution to hardware-based neuromorphic compu-
ting. 
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